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DISCLAIMER

The information contained herein is for informational purposes only, and is subject to change without
notice. While every precaution has been taken in the preparation of this document, it may contain
technical inaccuracies, omissions and typographical errors, and AMD is under no obligation to update or
otherwise correct this information. Advanced Micro Devices, Inc. makes no representations or
warranties with respect to the accuracy or completeness of the contents of this document, and assumes
no liability of any kind, including the implied warranties of non-infringement, merchantability or fitness
for particular purposes, with respect to the operation or use of AMD hardware, software or other
products described herein. No license, including implied or arising by estoppel, to any intellectual
property rights is granted by this document. Terms and limitations applicable to the purchase or use of
AMD’s products are as set forth in a signed agreement between the parties or in AMD's Standard Terms
and Conditions of Sale.

©2016 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD arrow, FirePro, and
combinations thereof are trademarks of Advanced Micro Devices, Inc. in the United States and/or other
jurisdictions. OpenCL is a trademark of Apple, Inc. and used by permission of Khronos. PCle and PClI
Express are registered trademarks of the PCI-SIG Corporation. VMware is a registered trademark of
VMware, Inc. in the United States and/or other jurisdictions. Other names are for informational
purposes only and may be trademarks of their respective owners.
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1. Overview

This setup guide details the steps necessary to enable MxGPU on the AMD FirePro™ S7150 and S7150x2
family of products. The guide uses VMware® products as an example setup. These products include
VMware ESXi™ as a hypervisor, the VMware vSphere® client and VMware Horizon® View™.

2. Hardware and Software Requirements

The sections below detail the hardware and software that are required for setting up the VMware
environment.

2.1 Hardware Requirements

2.1.1 Host/Server
Graphics Adapter: AMD FirePro™ $7150, S7150x2 for MxGPU and/or passthrough

***note that the AMD FirePro™ S$7000, S9000 and S9050 can be used for passthrough
only

Supported Server Platforms:

e Dell PowerEdge R730 Server

e HPE ProLiant DL380 Gen9 Server
e SuperMicro 1028GQ-TR Server

Additional Hardware Requirements:

e CPU:2x4 and up

e System memory: 32GB & up; more guest VMs require more system memory
e Hard disk: 500G & up; more guest VMs require more HDD space

e Network adapter: 1000M & up

2.1.2 Client
Any of the following client devices can be used to access the virtual machine once these
VMs are started on the host server:
e Zero client (up to 4 connectors) with standard mouse/keyboard and monitor
e Thin client with standard mouse/keyboard and monitor running Microsoft®
Windows® Embedded OS

e Laptop/Desktop with standard mouse/keyboard and monitor running with
Microsoft® Windows® 7 and up
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Product Type Install On Section | Version/Download Location
VMware ESXi™ Hypervisor Host (Server) 3.1.1 https://my.vmware.com/en/web/vmware/evalcenter?p=free-esxi6
VMware vSphere® Client for Host Admin. 3.2.2 https://my.vmware.com/en/web/vmware/evalcenter?p=vsphere6
Host System
Client
VMware Horizon® View™ Rt;i(r;iver Client Terminal 3.3.1 http://www.vmware.com/products/horizon-view/horizon6-hol
- - PPC— - -
Horizon® View™ Agent Connection Virtual Machine 3.2.4.4 https://my.vmware.com/web/vmware/info?slug=desktop end user computing/vmware horizon
Broker 6/6 2
Horizon® View™ Agent . . . https://my.vmware.com/web/vmware/info?slug=desktop end user computing/vmware horizon
. . . Plug-in Virtual Machine
Direct-Connection Plug-in 6/6 2
AMD FirePro™ VIB Driver gmz:wsor Host (Server) 4.1 http://www2.ati.com/drivers/firepro/amdgpuv-1.0.0-10em.600.0.0.2494585.x86 64.zip
AMD VIB Install Utility Script Host (Server) 4.1 http://www2.ati.com/drivers/firepro/MxGPU-Setup-Script.zip
Windows Client OS Guest OS Virtual Machine Windows 7 64 bit, Windows 8.1 64 bit
|
Guest 05 efEerrr:r:.ce
AMD FirePro™ Driver Graphics Virtual Machine source not http://www2.ati.com/drivers/firepro/15.20.1041.1004-FirePro-Guest-Windowsx64-Retail.exe
Driver
found.
. Host Admin.
PuTTY SSH client System http://www.putty.org/
SSH Client
SSH Secure Shell and Host Admin. 3.2.1
Download System
Utility

Table 1 : Required Software for Document

(Links to non-AMD software provided as examples)
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3. Test Environment Setup for VMware ESXi™

3.1 Host Server Setup

If ESXi is already installed on the host (server) then the steps in this section are not required.

3.1.1 Install ESXi on Host

If the VMware ESXi hypervisor is not yet installed on the host (server), then obtain a
purchased copy of the software from the IT organization. Alternatively, trial versions of the
hypervisor are available. The valid period of the trial licenses for ESX is 60 days.

1. Create a DVD ROM of the ESXi ISO after downloading the hypervisor from Table 1.

2. Connect a monitor to the host display, connect at least one of the network connectors
(1000M Ethernet card is preferred) to the LAN, attach a USB DVD ROM to the server (or
use the internal DVD ROM drive), set the DVD to be the first boot device. Next, place the
DVD in the DVD ROM drive and reboot the server. After reboot, the installation starts
with a screen similar to the following :

Loading ESXi installer
e e
Loading /tboot .bBO
Loading /b.bBd
Loadi / junpstrt gz

Loading

Loadir

Load ing

Loading >’.Q
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3. Before installing the hypervisor, the installation ISO loads drivers for common hardware
devices detected in the host. Installation should proceed unless an unknown device
(without drivers) is detected.

VHuare ESXi 6.0.0 (VMKernel Release Build 2494585)

HP Prol iant DL38E Gen9

nfs4iclient loaded successfully.
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4. Once all required services and drivers are loaded, the welcome screen appears and
prompts for confirmation before installing ESXi.

VNuare ESXI| 6.0.0 Installer

Helcome to the VHuare ESXi 6.0.8 Installation

VMuare ESXi 6.0.8 installs on nost systens but only
systems on YMuare’s Compatibility Guide are supported.

Consult the VMuare Compatibility Guide at:
http://ima vnuare .con/resources/conpatibility

Select the operation to perforn.
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5. Follow the instructions shown on the monitor, and choose the default settings when
prompted.

VNuare ESXI 6.0.0 Installer

End User License Agreement (EULA)

VIMARE END USER L ICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE
AGREEMENT SHALL GOVERN YOUR USE OF THE SOF TMARE, REGARDLESS
OF ANY TERNS THAT MAY APPEAR DURING THE INSTALLATION OF THE
SOF THARE .

IMPORTANT-READ CAREFULLY: BY DONNLOADING, INSTALLING, OR
USING THE SOF IMARE. YOU C(THE INDIVIDUAL OR LEGAL ENTITY)
AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT (“EULA™). IF YOU DD NOT AGREE TO THE TERMS OF
THIS EULA, YOU MUST NOT DOMNLOAD, INSTALL, OR USE THE
SOFTHARE, AND YOU MUST DELETE OR RETURN THE UNUSED SOF THARE
TO THE VENDOR FROM WHICH YOU ACQUIRED 1T MWITHIN THIRTY (38)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT

Use the arrow keys to scroll the EULA text
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YMuare ESXI 6.0.0 Installer

Select a Disk to Install or Upgrade

« Contains a VWS partition
# Clained by YHuare Virtual SAN (VSAN)

Storage Device

Remote:

VMuare ESXI 6.0.0 Installer

Select a Disk to Install or Upgrade

ESXi Found

The sclected storage device contains an upgradable
installation of ESXi. Choose whether to install or to
uvpgrade ESXI.

¢ ) Upgrade
Use the arrous keys amnd spacebar to select an option.

10

Capacity

apacity

Page 10 of 68
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YMuare ESXI 6.0.0 Installer

Please select a keyboard layout

Suiss French
Suiss Gernan
Turkish

Us Dvorak

Ukrainian
United Kingdom

Usc the arrou keys to scroll.

11
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6. When prompted, create a root password and take note of this password.

VHuare ESXI 6.0.0 Installer

Enter a root password

Root passuord:
Conf irn passuord:

12
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7. Depending on the current state of the host, additional screens may appear.

VNuare ESXI| 6.0.0 Installer

Sconning systen...
Gathering additlional system Information. This nay take a few nonents.

13
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8. Afinal confirmation prompt appears. Select “F11”.

VNuare ESXI| 6.0.0 Installer

Confirm Install

The installer is configured to ESXi 6.8.0 on:
naa .600508b1001c9299 1be 10986d556772d .

Harning: This disk will be repartitioned.

VMuare ESXI 6.0.0 Installer

Installing ESXi 6.0.0
10 7
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9. Select “Enter” to reboot the host after installation completes.

YMuare ESXI| 6.0.0 Installer

Installation Complete
ESXi 6.68.0 has been installed.

ESXi 6.0.0 will operate in evaluation mode for 68 days. To
use ESXi 6.0.0 after the evaluation period. you nust
register for a VMuore product license. To administer your
swerver, use the vSphere Client o the Direct Control User
Interface.

Reboot the server to start using ESXi 6.0.0.

VMuare ESXI 6.0.0 Installer

Reboot ing Server
The server mill shut down and reboot.
The process uill take a short time to complete.
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3.1.2 Configuring the ESX® Host

After reboot, the following screen appears:

VMuare ESXi 6.0.0 (VMKernel Release Build 2494585)

HP ProlLiant DL380 Gen9

2 x Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50GHz
64 GiB Memory

Dounload tools to manage this host from:
http://169.254.184.128/ (Maiting for DHCP...)
http://(fe80: :3a63:bbff :fe33:5d41/ (STATIC

Harning: DHCP lookup failed. You may be unable to access this system until you customize its
network configuration.

<F2> Customize System/View Logs <F12> Shut Doun/Restart

1. Select the “F2” button (“Customize System/View Logs”)

2. After entering the root password chosen during installation, select “Troubleshooting
Options”, then select “Enable ESXi Shell” and “Enable SSH”

16
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System Customization

Conf igure Password
Conf igure Lockdoun Mode

Management Net
Network Restore Options

WFIE%

View System Logs

View Support Information
Reset System Configuration

Page 17 of 68

Troubleshooting Options

To view various troubleshooting mode options like Enable
Shell. Enable SSH and Restart Agents

<Enter> More <Esc> Log Out

Re lease Build

SSH Support

SSH is Disabled

Change current state

<Enter> Change <Esc> Ex

VMuare Xi 6.0.0 (VMKernel
Troubleshoot ing Mode Options
Enable ESXi Shell
nable SSH
Modify ESXi Shell and SSH timeouts
Modify DCUI idle timeout
Restart Management Agents
<Up/Doun> Select
VMuare 0.0

17

Build 2494¢
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3. Choose “Configure Management Network” and select “IPv4 Configuration”. Use the
“static” address.

IPv4 Configuration

This host can obtain network settings automatically if your netuork
includ a DHCP server. If it does not, the following settings must be
specified:

C ) Disable IPv4 configuration for management netuork

(0) Set statlr IPv4 address and network rnnflqurntlnn

Subnet Mask
Default Gateway

<Up/Doun> Select <Space> Mark Selected <Enter> OK <Esc> Cancel

4. Save the IP address shown below to access host through either SSH or vSphere client

later.

VMuare ESXi 6.0.0 (VMKernel Release Build 2494585)
HP ProlLiant DL380 Gen9

2 x Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50GHz
64 GiB Memory

Dounload tools to manage this host from:
http://169.254.184.128/ (STATIC)
http://[feB0: :3a63:bbff :fe33:5d41/ (STATIC)

<F2> Customize System/Vieu Logs <F12> Shut Doun/Restart

18

y 4
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3.2 Host Administrator System Setup

3.2.1 Install SSH Secure Shell

Page 19 of 68

SSH Secure Shell will be needed for future updates and installations. This section assumes that

SSH has already been enabled on the host (see previous section).

1. On the administrator system, download SSH Secure Shell from Table 1.

2. Run this application.

3. After installation,
two utilities will be
installed as Secure
Shell Client & Secure
File Transfer Client as
the following :

. 55H Secure Shell
|| License Agreement

[#71 Secure File Transfer Client

Secure Shell Client
| Startup
. Symantec Endpoint Protection
. TightVMNC

Back

sarch programs and files

3.2.2 Install vSphere Client 6.0.0

1. On the administrator system, download the vSphere client from Table 1.

2. Run this application: VMware-Setup.exe

3. Afterinstallation, the
VMware vSphere
client will be
installed as

. VMware
@ Yiware Herizon Client

Dewvices and Printers

m

Default Programs

Help and Support

Default Programs

@ Viware vSphere Client

Help and Support

. WALKMAN Guide

. Windows Live

4 Back

Search programs and files

19
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4. Start this application. Ensure that the ESXi host server is up and running. Enter the ESXi host IP
address (as noted previously) or computer name in “IP address / Name” entry field. Type “root”
in “User Name” entry field. Enter the password created while setting up ESXi in the host server.
Click Login button to connect to host.

[EJ VMware vSphere Client @
vmware

VMware vSphere”

Client

@ All wsphere features introduced in vSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0,

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IP address / Name: |1?2.29.224.65 ﬂ
User name: Iroot
Password: I““““““‘t

™ Use Windows session credentials

Login I Close

5. Once connected to (&) 10613994 - vSphere Client
File Edit View Inventory Administration Plug-ins Help
the hOSt, the ‘@ Home b g Inventory b [l Inventory
vSphere client & @
[ [10.6.139.04 ws460g9-esxi6-jd.amd.com VMware ESXi, 6.0.0, 2494585 | Evaluation (37 days remaining)

application displays a
similar window to

By summary | Virtual Machines | Resource Allocation | Performance | Configuration | Users | Events | Permissions
close tab [X]
What is a Host?

thlS : A host is a computer that uses virtualization software, such Virtual Machines
as ESX or ESXI, 1o run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

You can add a virtual machine to a host by creating a new
one or by deploying a virtual appliance.

Host

The easiest way to add a virtual machine is to deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it, such as Windows or Linux.

vSphere Client
Basic Tasks

G Create a new virtual machine

Note: A server name is shown rather than the host IP address

20
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1.

3.2.3 Create a Guest Virtual Machine

On vSphere client
window, right click
on the host name (in
this example, the IP
address). Select
“New Virtual
Machine”.

In the next window,
select Custom and
click on Next

Click on Next and
enter a name for the
virtual machine, e.g.
kv6-win7-64x-1

File Edit View Inventory Administration Plug-ins Help

Page 21 of 68

|Q Home I+ gf Inventory b Inventory

g &

=]
G win New Virtual Machin Ctrl+N

, 2494585 |

s Wi

5]

G Winl @ pew Resource Pool.. Cirl+0
E Enter Maintenance Mode

Rescan for Datastores...

Add Permission... Ctrl+P

Shut Down
Reboot

F&

Report Summary...
Report Perfermance...

Open in New Window...  Ctrl+Alt+N
VirtUar Spplance.

Configuration
Select the configuration for the virtual machine

¢ | Virtual Machines ' Resource Alloca

that uses virtualization software
n virtual machines. Hosts provi
ources that virtual machines u!
access to storage and networt

| machine to a host by creating
virtual appliance.

d a virtual machine is to deplo
virtual appliance is a pre-built vil

Configuration .
Name and Location @ o
Storage Typical

Virtual Machine Version
Guest Operating System

CPUs & Custom

;'I‘E!T””; Create a virtual machine with additional devices or spedfic configuration options.
etwarl

5CSI Controller

Select a Disk

Create @ new virtual machine with the mast common devices and configuration ptions.

Ready to Complete

< Back | Next > I Cancel |

2|

Name and Location
Specify a name and location for this virtual machine

Name:

Name and Location
Storage

Virtual Machine Version
Gust Operating System
CPUS

Memary

Network

5CSI Controller

Select a Disk

Ready to Complete

lowin7-6-1]

vCenter Server VM folder.

location for this VM, connect to the vCenter Server.

Virtual machine (VM) names may contain up to 80 characters and they must be unique within each

VM folders are not viewable when connected directly to a host. To view VM folders and specify a

Help

< Back | INext > I cancelJl
2

21
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4.

Click on Next and
select the storage
destination for the
virtual machine. If
there is only one
hard disk on the
server then, by
default, it will be
named, datastorel.
If there are multiple
hard disks on the
server, there will be
multiple destinations
named,
datastore<#>. Select
the disk desired for

Click on Next and
select “ESXi 6.0 and
later”. With this
option, the virtual
machine will be set
to VM version 11.

Storage

Configuration

Storage

CPUs

Memory
Network

SCSI Controller
Select a Disk

Mame and Location

Wirtual Machine Version
Guest Operating System

Ready to Complete

Select a destination storage for the virtual machine files

Select a destination storage for the virtual machine files:

Page 22 of 68

Name Drive Type Capacity | Provisioned Free | Type Thin Pr
a datastorel Non-550 225.25GB 973.00 MB 22430 GB WMFS5 Suppol
< I »
(]
= (]
(]
Name Drive Type Capacity | Provisioned Free | Type Thin Pro
bl m r

<Back | Next > I Cancel

||‘ —
[ e

the location oft_he_virtual machine.

(%) Create New Virtual Machine

Virtual Machine Version

Configuration

Name and Location
Storage

Virtual Machine Version
Guest Operating System
CPUs

Memary

Network

SCSI Controller

Select a Disk

Ready to Complete

Virtual Machine Version

" Virtual Machine Version: 4

This hest or dluster supports mare than one YMware virtual machine version. Spedfy the virtual
machine version to use.

This version wil run on VMware ESX 3.0 and |ater, and VMware Server 1.0 and later. This
version is recommended when sharing storage or virtual machines with ESX up to 3.5.

S

Virtual Machine Version: 7

This version will run on YMware ESX/ESXi 4.0 and later. This version is recommended when

sharing storage or virtual machines with ESX/ESXi up to 4.1.

S

Virtual Machine Version: &

This version will run on VMware ESXi 5.0 and later. Choose this version if you need the latest
virtual machine features and do not need to migrate to ESX/ESXi 4.

S

Virtual Machine Version: 9 /&

This version will run on VMware ESXi 5.1 and later.

S

Virtual Machine Version: 10 /&

This version will run on VMware ESXi 5.5 and later.

C!

Virtual Machine Version: 11 /&

This version will run on VMware ESXi 6 and later.

/A, 1f you use this dient to create a VM with this version, the VM will not have the new features and

controllers in this hardware version, If you want this VM to have the full hardware features of this

version, use the vSphere Web Client to create it.

22

< Back | Next > I Cancel I

A4




AMDZ\

MxGPU Setup Guide

6. Click on Next and
select the guest OS
version which will be
installed on this
virtual machine. In
this example,
Microsoft Windows 7
(64-bit) is selected.

7. Click on Next and
enter the number of
virtual CPU cores,
system memory size,
and hard disk size for
this virtual machine;
leave all the other
options at default.

Page 23 of 68

(&) Create New Virtual Machine

Guest Operating System
Spedify the guest operating system to use with this virtual machine

Configuration

Name and Location

Storage & Windows
Virtual Machine Version

Guest Operating System:

= s

Virtual Machine Version: 11

Microsoft Windows Server 2003 (54-bit)
Microsoft Windows Server 2003 (32+bit)
Microsoft Windows 10 (64-bit)
Wicrosoft Windows 10 (32-bit)

Microsoft Windows 7 (32-bit)

Microsoft Windows Vista (64-bit)

Microsoft Windows Vista (32-bit)

Microsoft Windows XP Professional (64-bit)
Microsoft Windows %P Professional (32-bit)
Microsoft Windows 2000

Microsoft Windows NT (terminated)
Microsoft Windows 98 (terminated)
Microsoft Windows 85 (terminated)
Microsoft Windows 3.1 (terminated)
Microsoft MS-DOS (terminated)

Guest Operating System " Linux
CPUs " Other
Memory
Network Version:
SCSI Controller Microsoft Windows 7 (64-bit) |
Select a Disk Microsaft Windows Server Threshold (54-5it)
Ready to Complets Vicrosoft Windows Server 2012 (64-bit)
Microsaft Windows Server 2008 R2 (64-bit)
Microsoft Wind Server 2008 (54-bit)
Microsoft Windows Server 2008 (32-bit)

ppropriate defaults for

< Back | Next > I Cancel |
Y
(5] Create New Virtual Machine [= @ ]=]
CPUs Wirtual Machine Version: 11
Select the number of virtual CPUs for the virtual machine.
Confiquration
Name and Location Number of virtual sockets: 1 -
Storage
Virtual Machine Version Number of cores per virtual socket: 4 -
Guest Operating System
CPUs Total number of cores: 4
Memory
Network The number of virtual CPUs that you can add to a YM
SCST Controler depends on the number of CPUs on the host and the
ontroler number of CPUs supported by the guest 0S.

Select a Disk
Ready to Complete

The virtual CPU configuration specified on this page

might viclate the license of the guest 0S.

Click Help for information on the number of

processors supported for various guest operating

systems.

< Back | Next > I Cancel |
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8. Click on Next and () Create New Virtual Machine
Memory Virtual Maching Version: 11
select the system Configure the virtual maching's memory size.
memory size for this
Confiauration Memory Configuration
. : Name and Location _ ) n
virtual machine. e MemorySe: | 4] [as
Yirtual Machine Version 2N Maximum recommended for this
Guest Operating System 1184 < guest OS: 128 GB.
CPUs ) .
Temory 512 aa 4 Maximum recommended for best performance: 81792 MB.
Network el Default recommended for this
SCSI Controller 4 uest 05: 2GB.
Select a Disk | Minimum recommended for this
Ready to Complete ceGpl M 9 ouestos:si2ME.
32 GBH
16 a8
aa8H
4aaH
2GBHd
1eaH
512 MBH
256 MBH
128 MBH
64 MBH
32 MB [
1smeH
smeH
4mel
< Back | Next > I Cancel |
4
9. Click on Next and (&) Create New Virtual Machine ==
Network Virtual Machin Yersion: 11
select the network \ithich netwerk cannections vil be sed by the virtual machine?
connection for this EE——
m‘”zﬂ Create Network Connections
. . Name and Location
VI rtual maChIne. Storage How many NICs do you want to connect? 1
Virtusl Machine Version
% ” Connect at
N
Choose “VMXNET 3”. Gusst Cosrating Syster Network 2 Power On
CPUS Adapter
Memary
Network NIC 1: [VM Network =] [T 3 = =
5CSI Controler
Select a Disk
Ready to Complete
ﬂix If supported by this virtual machine version, more than 4 NICs can be added after the
wvirtual machine is created, via its Edit Settings dialog.
Adapter choice can affect bath networking perfarmance and migration cempatibility. Consult
the VIMware KnowledgeEase for mare information on choesing ameng the network adapters
supportedfarvarious questoperating systemsand hosts.
< Back | Next > I Cancel |
A
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10. Click on Next and
select the SCSI
controller for this
virtual machine.
Choose the default
setting.

11. Click on Next, select
a virtual disk to use.
Select create a new
virtual disk.

Page 25 of 68

@ Create Mew Virtual Machine

SCSI Controller Virtual Machine Version: 11
Which SCSI controller type would you like to use?

Confiquration 5CS1 controler
Mame and Location
Storage " BusLogic Parallel (not recommended for this guest 05)
Wir tual Machine Version ‘o
Guest Opersting System
CPUs 5] Logic SAS
Memory r
Metwork
5CSI Controller
Select a Disk
Ready to Complete

LSI Logic Parallel

WMware Paravirtual

< Back | Next > I Cancel

A
(5] Create New Virtual Machine (== ]|=]
Select a Disk Virtual Machine Version: 11
Confluration 3 A virtual disk is composed of one or more files on the host file system. Together these files appear as a
Mame and Location single hard disk to the guest operating system.
Storage
Virtual Machine Version Select the type of disk to use.
Guest Operating System Disk
CPUs
Memory (" Create a new virtual disk
Metwork
w " Use an existing virtual disk
Select a Disk = I A e
Create a Disk euse a previously configured virtual disk.
Advanced Options o
Ready to Complete
i Give your virtual machine direct access to SAN. This option allaws you to
use existing SAN commands to manage the storage and continue to
access it using a datastore.
" Do not create disk
< Back | Next = I Cancel
Y
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12. Click on Next and
select disk size,
provision, and
location. The
recommend
minimum disk size is
96GB. For “Disk
Provisioning”, select
“Thick Provision Lazy
Zeroed”. For
“Location”, select
“Store with the
virtual machine”

13. Click on Next. An
“Advanced Options”
page will appear.
Don’t change
anything, just click
on Next. A Ready to
complete windows
will shows the
summary of the
virtual machine will
be created.

(&) Create New Virtual Machine

Create a Disk

Specify the virtus| disk size and provisioning policy

Configuration

Name and Location
Storage

Virtual Machine Version
Guest Operating System
CPUs

Memory

Netwark

SCSI Controller
Select a Disk
Create a Disk
Advanced Options
Ready to Complete

Capacity
Disk Size: %= e -

Disk Provisioning

& Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
" Thin Provision

Location

¥ Store with the virtual machine

===

Virtual Machine Version: 11

" Specify a datastore or datastore dluster:

< Back | Next > I Cancel

4

(&) Create Mew Virtual Machine

Ready to Complete

Click Finish to start a task that will create the new virtual machine

Confiquration

Name and Location
Storage

Virtugl Machine Version
Guest Operating System
CPUs

SCSI Controller

Select 3 Disk

Create a Disk
Advanced Options
Ready to Complete

Settings for the new virtual machine:

===

Virtual Machine Version: 11

Name:
Host/Cluster:
Datastore:
Guest 05:

CPUs:

Memary:

NICs:

NIC 1 Network:
NIC 1 Type:
SCSIController
Create disk:

Disk capacity:
Disk provisioning:
Datastore:
Virtual Device Node:
Disk mode:

New Virtual Machine
ws460g9-esxi6-jd.amd.com
datastore1 (1)

Microsoft Windows 7 (64-bit)
4

4096 MB

1

VM Network

VMXNET 3

LSILogic SAS

Newevirtual disk

95 GB

Thick Provision Lazy Zeroed
datastore1 (1)

SCsl(0:0)

Persistent

I™ Edit the virtual machine settings before completion

/@, Creation of the virtual machine (VM) does not indude automatic installation of the guest operating
system. Install a guest OS on the VM after creating the VM.

< Back | Finish I Cancel |

4
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14. After clicking on “Finish”, a new virtual machine will appear under the host IP address as the
following :

(%) 10613994 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

|E} Home b gf] Inventory D@ Inventory

+
G @
= Q 10.6.139.94 ws460g9-esxib-jd.amd.com VMware ESXi, 6.0.0, 2494585 | Evaluation (37 days remaining)
{1l New Virtual Machine
@ Win7 - WM1 - 0b:02.0 (el = elydtaly  Summary | Virtual Machines ' ResourceAllocation | Performance | Configuration | Users | Events | Permissions
G Win7 - VM2 - 0d:02.0 close tab [X]
@ Win7 - VM3 - 10:02.0 What is a Host?
15. If VMs have not been @ 1722022465 vsphere Gt W o™

File Edit View Inventery Administration Plug-ins Help
ﬁ a |E} Home D gF] Inventory b@ Inventory
mu > 006G D0R RS R

updated to the latest
VM type, right click
on the virtual

B [F 172.29.224.65
maChIne and Select %% [l B lesh,. Summary | Resource Allocation
“ . Power 3
Upgrade Virtual — » benine
S h
Hardware”. If a @ Onap;:t ‘ ' software computer
. i pen Lonsole lins an operating sy:
warning window @ Edit Settings... ating system install
obs ub indicatin Upgrade Virtual Hardware |L“'35"t operafing syst
p p p g Add Permission... Ctrl+P | machine is an isol
H use virtual machin
that the virtual Report Performance... ents, as testing eny
machine will upgrade Rename plications.
H H Open in New Window... Ctrl+Alt+N on hosts. The same
to version 11' CIICk Remove from Inventory S
“Yes” and continue. Delete from Disk
Basic Tasks
[ Power on the virtual machine
& Edit virtual machine settings
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16. Right click on this virtual machine again and select “Edit Settings...”. A warning window will pop
up indicating that advanced settings can be changed only within VMware vCenter™. Click OK to
continue. The “Virtual Machine Properties” window appears. Within the properties windows,
click the “Options” tab and select “General” under the “Advanced” section. On the right side, a
“Configuration Parameters...” button will appear. Click on this button.

@ Mew Vi hine - Virtual Machine Properties EIIEI
"Hardwa Options SOLUFCES ] Virtual Machine Version: 11 /3%
Settings

Settings Summary
General Options New Virtual Machine [~ Dizable acceleration
YMware Tools Shut Down )
[¥ Enable logging
Power Management Standby
Advanced
< =] Mo Debugging and Statistics
CPUID Mask poseNxflagto ... ' Run normally
Memory/CPU Hotplug Disabled/Disabled  Record Debugaing Information
Boot Options Normal Boot
Fibre Channel NPTV Nane " Record Statistics
CPU/MMU Virtualization Automatic s
Swapfile Location Use default settings

Configuration Farameters

Click the Configuration Parameters button to edit the
advanced configuration settings.

< Configuration Parameters. .. b

QK Cancel
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17. In the “Configuration Parameters” window, scroll through to find the parameters named
“pciHole.start” and “pciHole.end”. If these two parameters exist, ensure that the values are set
to 2048 and 3072, respectively. If these two parameters do not exist, click the button “Add
Row”, and add “pciHole.start” and “pciHole.end” with the above values. Next, click OK to return
to main control page of vSphere client.

-

@ Configuration Parameters =]
Modify or add configuration parameters as needed for experimental features or as instructed by technical support.
Entries cannot be removed.

Name + | Walue -
pciBridgef.vir. pcieRootPort
pciBridgeg.fu.. | &
pciBridge7.pr. TRUE
pciBridge7.vir. pcieRootPort
pciBridge7 fu.. | 8
hpet0.present | true
cpuid.coresPe.. 4
ethernetl.up... | true
vmware.tools... 0
vmware.tools... 9536
migrate.host.. none S
migrate.migra... 0
paHolesat 2048 %
! EciHoIe.md 3072 / .
< | 1 3
Add Row
0K | Cancel |
A

The virtual machine is now ready for guest OS installation.
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3.2.4 Install Guest OS on Guest VM

There are several ways to install a guest OS on this newly created virtual machine:
1) Install a fresh OS using ISO image on the administrator system
2) Install a fresh OS using ISO image on ESXi data storage

3) Clone an OS image created and used previously

Methods 1 and 2 are similar. Method 2 will be used as an example.

3.2.4.1 Upload file to host ESXi

1. Start the SSH Secure File Transfer utility and click on “Quick Connect”. The application will pop
up a window like the following :

|'\

.
] 172.20.224.65 - default - SSH Secure File Transfer (=[@] = ]

File Edit View Operation Window Help
H 2 =ean %l i3]0
“ &1 Quick Connect [ Profiles ‘

|2 | 8 Ba 2 | gk % || 71| Add | | & Ba | @i X || ]| add |

Local Name ‘] size| Type + | Remote Name | size | Type

- Libraries Syster

A liang, Jerry (SW) Syster .1

(M Computer [

,g»; Nethrk Connect to Remote Host n u
__-_l Host Mame: |1 7223224 65 Connect I

I55 Control Pane
: Usger Mame: Irc-ot

B O en

2 Recycle Bin

IZH Control Pane
Canon MF T
@Garmin Expre
) iTunes

1) Lenovo App {|
@ Lenovo Solu

!:..ll‘ﬂﬂ MATAATAL WK AAKL /.. -
] n | 3

Cancel |

Part Mumnber:

Authentication Method:

Transfer| Queue]

¢ | Source File | Source Directory | Destination Dire... | Size| Status | Speed| Time|
"
1| 1 | »
Mot connected - press Enter or Space | I_@I_j
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2. Enter the ESXi host IP address or computer name in “Host Name”; type “root” in “User Name”;
select “Keyboard interactive” from “Authentication Method”. Click on the Connect button to
connect to host.

3. Enter the password created while setting up ESXi in the host server. Once connected to the host,
the application should have the following windows :

1 172.29.224.65 - default - SSH Secure File Transfer -— — i =0 S
— -
Fle Edit View Operation Window Help
H 82 B | % 4 o B, T B EE Rl LA
1 Quick Connect (] Profies
0y | 2 | ef | || Add | B | | ek |/ ~]| Add
Local Name £ Size | Type Modified |+ | Remote Name £ Size | Type Modified -
4 Libraries System F... | altbootbank Folder
A liang, Jerry (5W) Systemn F...  07/01/2015 05:16:3... . bin Folder 09/03/2013 03:06:2...
/% Computer Systemn F... . bootbank Folder
?j Metwork Systemn F... J dev Folder 09/03/2013 04:36:4...
@Cuntrul Panel System F... | etc Folder 09/03/2013 03:06:4...
£ RecycleBin System F... . lib Folder 09/03/2013 03:05:4... |=
@Control Panel System F... = J libg4 Folder 09/03/2013 03:05:4...
@ Canon MF Toolbox 4.9 2,087 Shortcut 11/10/2013 03:46:1... ) locker Folder
@ Garmin Express 1,899 Shortcut 19/02/2015 10:01:2... . mbr Folder 08/03/2013 03:05:4...
) iTunes 1,794 Shortcut 07/11/2014 11:23:2.., . opt Folder 08/03/2013 03:05:4...
|3 Lenovo App Shop 2274 Shortcut 30/07/2013 10:00:5... | proc Folder 08,/03/2013 04:36:4...
.-,9 Lenove Solution Center 2002 Shortcut 31/12/2013 11:31:4... productlocker Folder 20/02/201512:24:1... —
Lo NWZ-B170 WALKMAN Gu... 2137 Shortcut  16/03/2014 05:26:1.. | ||| . shin Folder 09/03/2013 03:06:2...
W Prestol PageManager 7.15 2184 Shortcut 11/10/2013 03:48:3... . scratch Folder H
of Feader for PC 2076 Shortcut 09/11/2014 11:36:2... . store Folder
k=) Skype 2515 Shortcut  07/03/2014 10:06:3... ) tardisks Folder 09/03/2013 03:05:4... I
#7155H Secure File Transfer C... 2,305 Shortcut 10/06/2014 01:10:5... | tardisks.noauto Folder 09/03/2013 03:05:4... _
&1 55H Secure Shell Client 1347 Shortcut  10/06/2014 01:10:5... = 1 T = = e
laen o PR P . BTy . . . an a4 cmna 4 B ae o
Transfer| Queue]
/ | Source File Source Directory Destination Directory Size | Status Speed Time
[
Connected to 1722922465 - / 55H2 - 3des-che - hmac-shal - non |24 items (312.3 KB) {ZI
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4. The left is the administrator system, the right is the host ESXi system. On the left window,

Page 32 of 68

navigate to the location where the OS ISO image is stored; on the right window, navigate to

/vmfs/volumes/datastorel.

- — — — - o
File Edit View Operation Window Help
Hegee gawe(ale P02 O @
&1 Quick Connect (] Profiles | \
e | =] ‘ B % ||D:\Ds Image', j| Add | 0y | & ‘ =5 vmfs/valumes/ datastorel Add |
Local Name / | Size | Type | Modified Remote Mame ! Size | Type | Modified ‘Attrib
| 84410 WINMAIN 120623-1614_X64FRE_CLIE... 18446744.. Unhandl.. 01/01/198007| |, kwinT-64x-1 Folder 09/03/2013 04:24:0...  drwxr
=19200.16384.WINS_RTM120725-1247_X64FRE... 18446744.. Unhandl.. 02/08/201211| | kwin7-64x-2 Folder 08/03/2013 03: drwar
=l en_visual_studio_2010_premium_x86_dvd 5.. 18446744.. Unhandl.. 02/03/201111
n_visual_studio_premium_2012 x86_dvd 2.. 1576,785,.. Unhandl.. 13/09/20130¢
TS protessional 20T 1125320 Applicati... 20/01/2014 01 |
indows_7_ultimate_with_spl_x54_dvd 6744 Unhandl... 20/11/2012 0% f
w Al a4 dud 270 446744...  Unhandl.. 06/01/2014 01 f
n_windows_server_2008_r2_with_spl_x54_d... 18446744... Unhandl... 10/05/20130¢
w4 Eval_Upgrade_EEAP 618354 XP5Dec.. 02/08/20120¢
(4] Installation PID - with Reg hack 17,758 Microsef.. 17/08/20120f
4] [nstallation PID 14,465 Microsef.. 07/08/201207
b PrajectProfessional 2851054.. Applicati.. 19/12/201211
ProjectProfessional32 2465011... Applicati.. 19/12/201211
510spl-KB983509 813,920 Applicati... 20/08/2013 0¢
| Windows server 2008 R2 key 29 Text Doc.. 27/11/2014 0¢
|
< n S m |
. . - - ——————
5. Right click on the &1 1722922465 - defaut - SSH Seaure Fle Trnster T
. . . File Edit View Operation Window Help
desired OS image/file :
i sgee 0% =] 2 5%
and select the &1 Quick Connect [ Profiles ‘
« ” H 8 ;
Upload” after right B | 4 E @ | g % | [D\0s Image\ ]| add |
. s . Local Name ¢ | Size | Type ‘Modrﬁed
CIICkIng on the flle' =1 8441.0.WINMAIN.120623-1614_Xp4FRE_CLIE... 18446744.. Unhandl.. 01/01/19800;
#19200.16384 WINS_RTM120725-1247_X64FRE.. 18446744.. Unhandl.. 02/08/201211
=l en_visual_studio_2010_premium_®6_dvd_5.. 18446744.. Unhandl.. 02/03/2011 11
-"-:|en_visual_studio_prem\um_ZUlZ_xBﬁ_dvd_Z... 1576,785,... Unhandl.. 13/09/2013 0¢
ﬂen_wsual_studlo_professlonaI_ZUlB_xEB_we... 1125320 Applicati.. 20/01/2014 01
£l en_windows [t yith =l uf 0 18446744, Unhandl.. 20/11/2012 0¢
=l en_window Open Ctrl+0 18445744... Unhandl.. 06/01/2014 01
Hlen_window | x64_d.. 18446744.. Unhandl.. 10/05/20130¢
) Eval_Upgrac 1 IR 618354 XPSDoc.. 02/08/2012 0
Installat?on % Delete 17,758 M?crosof‘.. 1?;"08;’20120:‘
41 [nstallation 14,465 Microsof.. 07/08/2012 07
B ProjectProf,  Rename = 2851054... Applicati.. 19/12/201211
ProjectProf Properties 246,501,1... Appl\cat!‘.. 19/12/201211
{21 vS105p1 -KBommme 813920 Applicati.. 20/08/2013 0¢
| Windows server 2008 R2 key 29 Text Doc..  27/11/2014 0¢
: 1 122522885 -t 55 5ecure e Torsrr I T o e’
6. After a few minutes, e = S - -
Fle Edt View Operation Widow Help
. . B 5, 02 019 (@ 9
the OS image will be CIEVIEIEEE BRI EE T |
&1 Quick Connect (] Profiles ‘
uploaded to @4 & 2| ok X [[prosimoel <] Add | @ | @t B @ | of % |[Fomsivolmesidatastorel 1| ada |
Local Name ] sie | Type | Modified Remote Name ] sie | Type Modified | Attril
18441 0.WINMAIN120623-1614_X64FRE_CLIE... 18446744... Unhandl.. OL/01/198007:00:0.. | . kwin7-6dx-1 Folder  09/03/201304:240.. drwx
/meS/VOI UmeS/data 120016384 WINS_RTM 120725-1247 XG4FRE... 18446744 Unhandl.. 0208/20121L3L5. | . lwin]-64x-2 Folder  09/03/201303455.. drwx
# en_visual studio_2010_premium x86_dvd 5.. 18446741... Unhandl.. 02/03/201111:125.. | =len windows 7 Ultimate with spl.. 3320903, Unhandl.. 09/03/201304:503... -rw-i
1 en_visual_studio_premium_2012_86_dvd 2.. 1576785,.. Unhandl.. 13/09/201309:403.. |
storel as beIOW. od en visual studio professional 2013 486 we.. 1125320 Applicati.. 20/01/2014 OL4T0..
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This ISO image can now be used to install a fresh OS on the virtual machine.

3.2.4.2 Install the OS

Start vSphere client application and connect to the host. Expand the host description (host name
or IP address) and click on the virtual machine that was just created. Click on the start button or
“Power on the virtual machine”. Click on the “Console” tab.

File Edit View Inventory Administration Plug-ins Help

[ Ny
Grams i G e AR W . mw o b
= :

JE} Home b gf] Inventory b [l Inventory

uum@ Gbhlerw o

= @ 172.29.234.65
(31 [kwin7-64x-1
(1 kwin7-64x-2

Recent Tasks

“h Summary | ResourceAllocation | Performance = Events | Console | Permissions

What is a Virtual Machine?

A virtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an isolated computing
environment, you can use virtual machines as deskiop or
workstation environments, as testing environments, or to
consolidate server applications.

Virtual machines run on hosts. The same host can run
many virtual machines.

Basic a3
[ Power on the virtual machine

Gp Edit virtual machine settings

close tab [X] =

Virtual Machines

vSphere Client —

=l
Name, Target or Status contains: ~ Clear X

2. The console window should show that an operating system was not found :
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(4] 172.29.224.65 - wSphere Client
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oo S

File Edit View Inventory Administration Plug-ins Help

@ J} Home I gf] Inventory Dﬁl Inventory
wip & @602
B [ 172.29.22465

s [kwin7-64x-1

Gh kwin7-64x-2

Network boot from Intel Ei1868
Copyright (C) 2883-2888 UMuare,
Copyright (C) 1997-2888

Inc.

CLIENT IP:
GATEWAY IP:
TFTP.
PXE-TA1: File nnt found

PXE-E3B: TFTP Error - File Hot found
PXE-MAF: Exiting Intel PXE ROM.
Operating System not found

172.29.1.1

Intel Corporation

(| CLIENT MAC ADDR: @8 BC 29 1D 11 1D GUID: S64DBEB9-FF2B-F35D-F5B5-F2967F1D111D
172.29.224.115 MASK: 255.255.8.8 DHCP IP:

172.24.3.136

Recent Tasks Name, Target or Status contains: ~ X
Name Target Status Details Initiated by Requested Start Time ~— | Start Time
b’j Power On virtual machine G kwin7-64x-1 @ Completed root 09/03/2013 5:30:13 PM 09/03/2013 5:30:13 PM

3. Click on the CD button, select the drive and select “Connect to ISO image on a datastore...”, as

shown below.

(note: selecting option “Connect to ISO image on a local disk” will result in navigation to the
administrator system local disk image. That installation method is the same as this method).

34

() 172.29.224.65 - vSphere Client M a v = | B |
File Edit View Inventory Administration Plug-ins Help
@ €y Home b gf] Inventory b [Fl Inventory
NI EEEEE O]
= [@ 17229.22465 - * | Connectto150 image on local disk...
s [kwin7-64%-1
&) kwin7-6ax-2 Connect to host device...
Connect to IS0 image on a datastore...
Network boot from Intel E1888
Copyright (C) 2883-2888 UMware. Inc.
Copyright (C) 1997-2888 Intel Corporation
| CLIENT MAC ADDR: 88 BC 29 1D 11 1D GUID: 564DBEBS-FF2B-F350-F5B5-F2967F1D0111D
CLIENT IP: 172.29.224.115 MASK: 255.255.8.8 DHCP I 172.24.3.136
GATEWAY I1P: 172.29.1.1
TFTP.
PXE-TB1: File wot found
PXE-E3B: TFTP Error — File Not found
PXE-MBF: Exiting Intel PXE ROM.
DOperating System not found
Recent Tasks Name, Target or Status centains: ~ Clear X
Name Target Status Details Initiated by Requested Start Time = | Start Time
#j Power On virtual machine G kwin7-64x-1 & Ccompleted root 09/03/2013 5:30:13 PM 09/03/2013 5:30:13 PM
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4, Once the “Browse
Datastores” window

Look in: Idaiﬁsb::rel

appears, navigate to

datastorel, select Mame | File Size LastModified

the OS ISO image [ sddsf

[ kwin7-64x-1

[ kwin7-64x-2

and click on “OK” : (& en_windows_7_ultimate_w.. 3 GB 09/03/2013 4:50:38 PM

previously uploaded

IS0 Image (*.iso)

5. Use a mouse click on the console window followed by an ‘enter’ or ‘space’ key. The OS
installation screen appears in the console window as it would on a desktop monitor during the
regular install process.

e ——— e ————— =)
File Edit View Inventory Administration Plug-ins Help
= - - . i
Home D &8 Inventory b Inventor:
B (@ rome b oy b ey ‘
nip 60 GB RSP
B [ 1722922465
B [kwin7-64x-1 = 2 == = = =
B kwin7-64x-2 | Getting Started | Summary | Resource Allocation | Performance | Events [SIRRIR) Permissions
| | % Install Windows
i .
| Windows' 7
Language to install
Time and currency format: English (United States)
Keyboard or input method: [I
Enter your language and other preferences and click '
03 Microsoft Corporation. Al rights reserved.
Recent Tasks
Name | Target | Status | Details Initiated by | Requested Start Time < | Start Time [ Complel
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6. Follow the normal Microsoft® Windows® installation procedure. Select a user name and
password and allow the installation to complete. Once the installation completes, it shows the
desktop of the guest OS in console window similar to below.

) 172.20.224.65 - vSphere Client E=Fat <)
| File Edit View Inventory Administration Plug-ins Help

B8 ‘9 Home b gf Inventory b [l Inventory ‘
" n> &8 GRS

B [ 1722922465

B [kwin7-64x-1
& kwin7-64x-2 Getting Started ' Summary ' ResourceAllocation ' Performance ' Events [LENIBY Permissions

kwin7-64x-1

7. There might have some updates that will require rebooting of the OS. After the reboot(s), the
guest OS is ready to use.
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3.2.4.3 Install VMware Tools

It is necessary to install VMware tools to enable connectivity features between the virtual machine
running on the host and the administrator system.

1. Once the guest VM boots to desktop, in the vSphere client, select the summary tab of the VM
and click on “Install VMware Tools” :

(&) 17229.220.65 - vphere Client =S

File Edit View Inventory Administration Plug-ins Help
‘Q Home b gF Inventory b [l Inventory
mir &8 6 RBle e @ e

B O 17229224565

B kwin7-64 — g ==ource Allocation | Performance | Events [y Permissions

Guest » Answer Question...
Snapshot L4 Enter Full Screen (Ctrl+Alt+Enter)
5 Open Console Send Ctrl+ Alt+del

[ Edit Settings... Install/Upgrade VMware Tools
Add Permission... Ctrl+P
Report Performance...

Rename
Open in New Window...  Ctrl+Alt+N

Remove from Inventory
Delete from Disk

2. A pop-up window
will appear as the

Installing the VMware Tools package will greatly enhance graphics and mouse
following . performance in your virtual machine.

WARNING: You cannot install the VMware Tools package until the guest
operating system is running. If your guest operating system is not running,
choose Cancel and install the VMware Tools package later.

QK I Cancsl

3. Click OK to continue. After a few minutes (depending on network speeds), an AutoPlay window
will appear as the following :

L AutoPlay [E=8 {cH ==
DVD Drive (D:) VMware Tools

[T] Always do this for software and games:

Install or run program from your media

Run setup64.exe i ‘
Published by VMware, Inc. H

General options |
Open folder to view files ‘

using Windows Explorer

View more AutoPlay options in Control Panel |

!
4. After clicking on “Run setup64.exe”, an installation window will be shown.
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VMware Tools

Copyright © 1996-2014 VMware, Inc. Allrights resesved. This product s protected
by copyright and intellectual property kaws in the United States and other
countries a5 wel as by international tre 7
P e S R VMware Product Installation

':b Preparing 'VMware Tools' for installation...
Lo

5. Follow the
instruction on the

screen, select

Please select a setup type.
“Typical” when
Installs the program features used by this VMware product only. Select
prom pt fO r Setu p @ this option if you intend to run this virtual machine only with this
VMware product.
type
yp ) Complete

Installs all program features. Select this option if you intend to run this
virtual machine on multiple VMware products.

(©) Custom
Lets you choose which program features to install and where to install
them. Only advanced users should select this option.

<Back |[ Next> | [ cancel

6. Once the installation is complete, a reboot of the virtual machine is required.
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3.2.4.4 Install Horizon View Agent

The Horizon View Agent acts as an intermediary software between the virtual machine and Horizon
View (that is to be installed on the client terminal later). The Horizon View Agent Direct-Connection
Plugin allows a View Client to directly connect to a View desktop without using View

Connection Server.

1. Once the guest VM boots to desktop again, download Horizon View Agent indicate on Table 1.

ﬁ' VMware Horizon View Agent

2. Run this application

License Agreement

and accept the

Please read the following license agreement carefully.

license agreement

VMWARE END USER LICENSE AGREEMENT -

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING
THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE

BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT ("EULA"). IF
VNI NN NNT ARREE TN THE TERMS NE THIR ELILA VOLLMIIQT NNT

(@ I accept the terms in the license agreement
(7) Ido not accept the terms in the license agreement

< Back ][ Next > I [ Cancel ]
3. On ”Custom Setu p”, ﬁJVWareHovhonWmAgent @
. . Custom Setup |'j <
c I I Ck onn eXt w Ith 0 Ut Select the program features you want installed. AN

changes :

Click on an icon in the list below to change how a feature is installed.

-

Feature Description
VMware Horizon View Agent

USB Redirection
HTML Access
VMware Horizon View Ci

Real-Time Audio-Video
Virtual Printing
vCenter Operations Mar
VMware Horizon View P¢
»

Install to:
C:\Program Files\VMware \VMware View\Agent\

This feature requires 206MB on your hard
drive. It has 7 of 8 subfeatures selected.
The subfeatures require 38MB on your
hard drive.

Change...

[ Help ] [ Space ] [ < Back ][ Next > ] [ Cancel

]
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4. Select “Enable the 15! VMware Horizon View Agent ==
Desktop Protocol Confi [j

Remote desktop

The following information is used to configure the Remote Desktop feature
capability on this
VMware Horizon View Agent requires the Remote Desktop support to be turned on. Firewall

” o,
com p Ute r: exceptions will be added for the RDP port #3389 and the View Framework channel #32111.
What would you like to do?

@) Enable the Remote Desktop capability on this computer

() Do not enable the Remote Desktop capability on this computer

[ <Back J[ Next> ][ cancel

5. Click “Install” in next window. The View Agent will be installed on this guest VM.
6. Once the installation completes, a prompt for reboot will appear.

7. After reboot, continue with downloading the Horizon View Agent Direct-Connection plug-in
indicated on Table 1.

8 . R un th iS D | rect- ﬁ View Agent Direct-Connection Plugin Setup E}
End-User License Agreement

Please read the following license agreement carefully

Connect plug-in and

accept the License
Agreement VMWARE END USER LICENSE AGREEMENT

s pou @\

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT
SHALL GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY
TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR
USING THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY)
AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE =

[¥]1 accept the terms in the License Agreement

pint | [ Back [ Next | [ cancel |
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9. Click on Next and
make sure Configure
Windows Firewall
automatically is
selected :

Page 41 of 68

15'1 View Agent Direct-Connection Plugin Setup @
1 Configuration Information |'j
Please specify port information | |

View Agent Direct-Connection Plugin requires that a firewall exception is added in order to
accept remote connections on the specified TCP port number. If Windows Firewall is enabled,
the installer can automatically add this for you.

Listen for HTTPS connections on the following TCP port:
53

[¥] configure Windows Firewall automatically

Back ][ Next ] [ Cancel

10. Click on the Next to install the Direct-Connection Plugin. Once installation is complete, reboot

the guest VM.
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3.2.1 Pass Through Device to Guest VM

Passing through a device to the guest VM means providing full access of the device residing in the host
to that VM. After passing through a GPU, a VM is able to access the full hardware acceleration
capabilities of that GPU remotely.

MxGPU operates as a number of devices that can be passing through to various VMs. Therefore gaining
knowledge about how to pass through a single GPU device to a single VM allows the user to understand
the first steps necessary to install MxGPU.

If the user already has a basic understanding of how to pass through a GPU device to the VM, then this
section can be bypassed.

3.2.1.1 Select Device for Pass Through

1. Inthe vSphere host client, click on the host description. Select the “Configuration” tab, click on
“Advanced Settings” and select “Configure Passthrough...” as the shown below :

& 172.29.229.217 - vSphere Client = B
File Edit View Inventory Administration Plug-ins Help

@ B @ Home b g5 Inventory P @ Inventory

4
g2 &
o emem—
"‘W PVTEAM6-2T7BMFS5-172029229217.amd.com VMware ESXi, 6.0.0, 2494585
s, erSehT-
G VMware Warkbench Getting Started ' Summary ' Virtual Machines ' Resource Allocation ' Performanc: [ehilsMeible Users ' Events ' Permissions
E wig'c:ea“' gg: Hardware DirectPath 1/0 Configuration
wll-clean-
wi10-TH2-007 Warning: Configuring host hardware without spedal virtualization features for virtual machine passthrough will make
E W7-1-5-bm-d-003 Health Status A it unavailable for use except via dedicating it to a single virtual machine. In particular, configuring a device needed
Processors for normal host boot or operation can make normal host boot impossible and may require significant effort to undo.
5 w7-1-s-bm-d-004 Memory See the online help for more information.
& ws.1-s-bm-d-001
51 w8.1-s-bm-d-002 Storage Each listed device is available for direct access by the virtual machines on this host.

Netwaorking Hide Details  Refresh ¢Configure Passthrough...
Storage Adapters

[1] Mo devices currently enabled for passthrough

v Advanced Settings

Software

Licensed Features

Time Configuration Device Details
DNS and Routing Device Name - Vendor Name
Authentication Services D - Class ID
Virtual Machine Startup/Shutdown Device ID - Subdevice ID
Virtual Machine Swapfile Location Vendor ID - Subvendor ID
Security Profile Function - Slot
Host Cache Configuration Bus
System Resource Reservation
Agent VM Settings
Advanced Settings
< >
Recent Tasks Name, Target or Status contains: = Clear X
Name Target Status Details Initiated by Requested Start Ti.. = | | A
@ Reconfigure compute-resounce E 172.29.22%.217 & Completed VRXUSEr 3/7/2016 11:52:44 AM
? Select virtual NIC E 172.29.229.217 G Completed VpXUSEr 3/7/2016 11:52:34 AM .V
< >
& Tasks roct /4
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2. A window with
devices available for
passthrough will |
appear. Select the
desired passthrough
device and click on
the OK button.

«

=& oo:

[ [01:00.0 | mvmeea chroDev\us Inc. [AMD/ATT] Cedar [Radeon HD 5000/¢
01:00.1 | Advanced Micro Devices, Inc. [AMD/ATI) R600 K)Mlkudlo

(PCIE pe
O oaooomommco-mmmxmmocusmow:mpm

[ . ] ’
Device Details
P This device is passthvaugh capable but notrunning in passthroush mode

Device Name Cedar [Radeon HD... Vendor Name Advanced Micro De..

o 01:00.0 Class ID 300

De2vice ID 68F9 Subdevice ID 106

Vendor ID 1002 Subvendor ID 1002

Function 0 Slot 0

Bus 1

o« | e | me |
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3. The selected device appears in the “Direct Path I/O Configuration” window list. Use the “Edit”

link to change/edit the list.

File Edit View Inventory Administration Plug-ins Help
a8 €) rome b g Inventory b [l Inventory
& @

buwer Management

:00.0 Micro| .

fensed Features

jne Configuration

NS and Routing

pthentication Services

tual Machine Startup/Shutdown
tual Machine Swapfie Location
pournity Profie

pst Cache Configuration

ystem Resource Alocation

pent VM Settings

ba ot oot

Device Details
K& This device needs host reboot to start running in passthrough mode

Device Name Cedar [Radeon HD 5000/6000/7350/8... Vendor Name

1) 01:00.0 Clags ID 300
Device ID 68F9 Subdevice 1D 10€
Vendor ID 1002 Subvendor ID 1002
Function 0 Slot 0
Bus 1

Advanced Micro Devices, Inc.

172.29.224.65 udp3348027uds.amd.com VMware ESXi, 5.5.0, 2068190 | Evaluation (59 days remaining)
kwin?-64x-1

g kwinZ-64x-2 Summary . Virtual Machines ' Resource Allocation ' Performance  RETURWEIINN L ocal Users & Groups | Events ' Permissions
ware DirectPath 1/0 Configuration -
Laith Status 4 Warning: Cmﬁg:mhoslhaé«uemhwupeodwmam feau.resforv-  machy oh will make bl

A for use except via it to 3 single virtual machine., In par! a device needed for normal host boot o

0Cessors w«ammmmmtboolwmdmvreutumwehtwm See the oniine he for more nformation.
jemory
orage: Each listed device is avalable for direct access by the virtual machines on this host.
ecn @ Changes made to some of the devices below wil not take effect unti the host is restarted.
orage Adapters o
ptwork Adapters Hide Detads  Refreshl Edit...
dvanced Settings

B 01:00.1 | Advanced Micro Devices, Inc. [AMD/ATI] R600 HOMI Audso [Radeon HD 2900 Senes)

[AMD/A...
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4. The hostreboot i G s e S

required before host File Edit View Inventory Administration Plug-ins Help
“releases” the new B [& rome b 53 Inventory > Inventory
devices and makes |la m » 2 G B 2B @ &
them aVaiIabIe for “ mym AR
passthrough to a L ﬁf New Virtual Machine... Ctri+N
G kwin? @  New Resource Pool... Ctrl+0 =
guest VM. To reboot )
X . Enter Maintenance Mode
the host, right click ma
Rescan for Datastores... uSE
on the host — bnts
F Add Permission... Ctrl+P lic:
description and F
. @ Shut Down o b
navigate to [ Reboot |
“Reboot”. Note: Report Summary...
make sure all guest Report Performance...
VMs are already shut Open in New Window... Ctrl+Alt+N
L A - -

down before
rebooting the host.

3.2.1.2 Assign Device to Guest VM

1. After the host reboots, reconnect to host through vSphere client. Ensure that the guest VM
targeted for GPU passthrough is shut down.

2. Right click on the R LR
File Edit View Inventory Administration Plug-ins Help
guest VM and B (@ o 5 ooy b (P imenony
navigate to “Edit BlD OB GR e R
. . |[2 @ 1722922485 kwin7-64x-1
”
settings..” o click g
“Edit virtual machine Guest > =
| Snapshot » Machine?
SettingS” in the ) Open Conscle a computer that, like a Virtuai Machines [
Edit Settings... s an operating system and PR
Getting Started tab. | AdaPemmmen TP lou s ca el 'S
Report Performance...

hal machine is an isolated computing 1
Rename an use virtual machines as desktop or \ .~
jments, as testing environments, or to

Open in New Window... Ctrl«AlteN bpplications

Remove from Inventory

In on hosts. Th host can run ~ 2
Delete from Disk osts. The same host can ru = 3\
e >
rd

F Basic Tasks
P Powe, | machine
(% Edit virtual machine settings =
»
Recent Tasks Neme. Targetor Status contains: v [ Clear X
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A window showing
the virtual machine
setting will appear as
shown. Click on the
“Add” button.

An “Add Hardware”
window appears.
Select “PCI Device”

and click on next.

@ New Virtual Machine - Virtual Machine Properties

Hardware |0Dtions | Resources |

Memory Configuration
™ Show All Devices ]
Memary Size: 433 GE
Hardware Summary 2784
Maximum recommended for this
M Memory SESE 118 <l guest O5: 128 GB.
o ceus : M ded for best
B vieound stz | Moo bres
WMCI devi D ted 256 GBH
= eviee epreca Default recommended for this
@ scsicontrollern LSI Logic 545 128 e < guest OS: 2 GB.
gl CD/OVD drive 1 Client Device &4 GEY Minimum recommended for this
& Hard disk1 Virtual Disk <l guest OS: 512 MB.
é Floppy drive 1 Client Device 32 GBI
BB Network adapter1 WM Network 16 GBH
8GEH
4GB+
Z GE
1 GEH
512 MB
256 MEH
125 MBH
64 MBH
32 MBH
16 MEH
& MBH
4 ma
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= o]

Virtual Machine Version: 11 /&

oK Cancel

@ Add Hardware

Device Type

What sort of device do you wish to add to your virtual machine?

Device Type
Ready to Complete

Choose the type of device you wish to add.

Information

(@) serial Part
€ Parallel Port

=% Floppy Drive

|~ CD/DVD Drive

@ USE Contraller

& W L1 ailable)

R SCSI Device (unavailable)

< Back

Next > | Cancel I

5%
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“
5. A ChOOSE PC| @AddHardware @
H ” H H Choose PCI Device
Dev' ce” win dOW Wi ” Which of the present PCI/PCIe devices would you like to add?
appear. Choose the
. . Device Type Connection
device from the list select POI/PCIe Device _ _ _
. Ready to Complete Specify the physical PCI/PCle Device to connect to:
box, then click
“ N extn
: Swtenlns e L P N PP S P ——— e s
/40000:0d:02.1 | AMD <dass> VGA compatible controller
AMD <class > YGA compatible controller
AMD <dass> VGA compatible controller
Adding a PCI Passthrough device to this VM will automatically
@ set its minimum memory reservation equal to its memory size.
< Back | Mext > I Cancel
o
6. The ”Ready tO @Add Hardware ‘ 3 |
” H Ready to Complete
Com plete Wlndow Review the selected options and dick Finish to add the hardware.
appears with the
. . Device Type Options:
device just selected. Selct PCI/PCe Device i
. s+ ” Ready to Complete Hardware type:  PCI Device
CI | Ck on th e Fl n |Sh PCI/PClIe Device: 0000:0b:02.0 | AMD <dass> VGA compatible controller
button.
< Back | Finish I Cancel
s
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7. The device is now
part of the guest
VM'’s hardware list.
To pass through
additional devices,
repeat the steps in
this section.

8. Once the guest VM is
powered on, the
passthrough device
becomes a part of
the guest VM’s
devices. To check
that this is the case,
open Device
Manager and review
the list of devices
under “Display
adapters”. Before
installation of the
graphics adapter
driver, the devices
will appear as,
“Standard VGA
Graphics Adapter”.

@ Mew Virtual Machine - Virtual Machine Properties

Hardware |Dphnn5 ] Resources ]

I Show All Devices

Hardware Summary

MR Memory 4096 MB

I cpus 4

I;l Video card Video card
&= VMCIdevice Deprecated
@ scstcontroller o LSI Logic SAS
&I CD/DVD drive 1 Client Device
&= Hard disk1 Virtual Disk

Ig Floppy drive 1 Client Device

Netyrk acagtecs QW biot ol
<£ New PCI Device (adding) AMD <class> VGA ...

Page 47 of 68

= B e
Virtual Machine Version: 11 /&4
Connection

Specdify the physical PCI/PCle Device to connect to:

|D'3'J'J:'Jb:'32.'3 AMD <dass> ¥GA compatible CDIW'CJ

Mote: the presence of a PCI/PCle device passthrough

Ay will prevent many commands on the virtual machine. Tt
will not be able to be suspended, to have snapshots
taken or restored, or to participate in vMotion.

=4 Device Manager
File Action View Help

&= = HE

oK Cancel

= R =)

4 5 kwin7-64x-1
.39 Batteries
‘-“:E Computer

- Disk drives

A E T
L ": Standard VGA Graphics Adapter
i B VMware SVGA 3D

> Floppy disk drives

> .‘:E Floppy drive controllers

»-Cg IDE ATA/ATAPI controllers

» 2% Imaging devices

b D Keyboards

- Mice and other pointing devices
» . Monitors

»-&¥ Network adapters

. Y3 Ports (COM & LPT)

. 2} Processors

N -%| Sound, video and game controllers
b &> Storage controllers

78| System devices

9. The next step is to install the graphics driver for the device.
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3.2.2 Guest VM management

Once a guest VM is up and running, the Snapshot feature can be used to copy an instance of that VM at
a particular state. This feature can be used to create stable backup points for the VM. This feature can
also be used to create templates to deploy new VMs without going through the OS installation process.

3.2.2.1 Create and Use Guest VM Snapshot

1. Inthe vSphere client, right click on the VM, navigate to Snapshot, and then “Take Snapshot...” :

@ s e P

File Edit View Inventory Administration Plug-ins Help
B B (& rome b g ventory b Bl Inventory
"Ny 9EGR e DR

2 [ 1722922465

& kwin? Power 9l ResourceAllocation  Performance | Events  Console | Permissions

Guest 3 2 I
Snapshot * [ Take Snapshot..
®  Open Console i Revert to Cumrent Snapshot Virtual Machines N
7  Edit Settings... {3 snapshot Manager... &4
Consclidate
Add Permission... Ctri«P T oy
Report Pesformance... machine is an isolated computing
Rename se virtual machines as desklop or
nts, as testing environments, or to
Open in New Window... Ctrl«Alt+N Vications
Remove from Inventory
Sl h hosts. The same host can run a
Delete from Disk =, §
NP -
4] | L3
Recent Tasks Neme. Target or Status contains: = Clear X
Name Target | Status | Details Initisted by | Requested Start Time
‘ m »
] Tasks Evaluation Mode: 59 days remaining |root I

2. Enter aname and (&) Take Virtual Mmm@_ )

description as for the g
virtual machine [
snapshot.

¥ Snapshot the virtual machine's memory
[T Quiesce guest file system (Meeds YMware Tools installed)

[« | coxe Hep |
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3. The snapshot process requires a few minutes to complete.

- .
() 172.29.224.65 - vSphere Client (E=Hfel™

File Edit View Inventory Administration Plug-ins Help
a8 |@ Home b g Inventory b [l Inventory |
nr o8| @ B8 e & #

= [ 17229224565

G [kwin76c ]

B kwinz-64-2 BA Summary | Resource Allocation | Performance | Events | Console | Permissions

kwin7-64x-1

close tab [X]
What is a Virtual Machine?

Avirtual machine is a software computer that, like a Virtual Machines
physical computer, runs an operating system and

applications. An operating system installed on a virtual ',
machine is called a guest operating system_

Because every virtual machine is an isolated computing
environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to
consolidate server applications.

Virtual machines run on hosts. The same host can run o
many virtual machines. k
N 1|

Recent Tasks. MName, Target or Status contains: = Clear %

/

(/4

I - T

I = I 1
Create virtual machine snapshot G kwin7-64c1 29 @) root 10/03/2013 5:01:49 PM 10/03/2013 5:01:49 PM

. | b

[Evaluation Mode: 53 days remaining |root

4. Once the snapshot is created and a rollback to that snapshot is required, shut down the guest

VM, right click on the guest VM, navigate to “Snapshot” and then “Snapshot Manager...” :

File Edit View Inventory Administration Plug-ins Help
B (& rone > g rvenory > B Ivenory ‘
e n»soGhBee e

= @ 172.29.22465

5 [kwin7-67
G kwin7-6{ Power r A
Guest , [chine is an isolated computing \ -
Snapshot > Take Snapshot... X Hos
3 Open Console Revert to Current Snapshot

B Edit Settings..

Consolidate
Add Permission.. Ctrl+P t
Report Performance... >

Rename

W

vSphere Client
Open in New Window...  Ctrl+Alt+N .
ual machine
Remove from Inventory

Delete from Disk he settings
! -
Recent Tasks Name, Target or Status contains: = Clear %

5. Select the snapshot e S

and click on the “Go | =% o m - ' |
. E-{fp snapshot2 G
to” button. Click @ Yousreere
Description
“Yes” in the warning it horon Ve it A0 GG+

window to complete
the reversion of the
VM back to the state
when the snapshot
was taken.

Go to Delete Delete Al Edit I




AMDn MxGPU Setup Guide

Page 50 of 68
3.2.2.2 Create Guest VM Template
1. To create a template, ensure that the guest VM used for the template
a. Does not (&) New Virtual Machine - Virtual Machine Properties (= |
have an Hardware |Dpnuns | Resnurcesl Virtual Machine Version: 11 /&
y ™ show All Devices Add... Remove _liewm status
pass through - -
. Hardware | Summary | o o
deV|Ces g Memary 4096 MB @Twe B
CPUs 4
@ Client Device
:‘:;Iﬂ ;::I?ce Z:‘;is:;:d ﬁ_‘ube:tl'?o i;nnect 1;1\5 \déc;: 5"0“ must power on the
b' CD/DVD drlve e SCSI cantroller 0 LSILogic SAS ;:hl‘;:ﬂr\rl"\aﬁl!;:;g ‘ = Connect OV
H H CD/DVD drive 1 Client Device
Is set to Cllent % Hard disk 1 Virtual Disk | € Host Device
Dev|ce & Floppydrivel Client Device
BB Network adapter1 WM Network I LI
" Datastore IS0 File
|
—Mode
& Ppassthrouah IDE (recommended)
" Emulate IDE

Virtual Device Mode
’7(? |IDE (1:0) CO/DVD drive 1 Ea| ‘

OK | Cancel |

A

2. Select the guest VM that will be used as a template. Click on “File” and navigate to “Export”,

then “Export OVF Template...”. If the guest VM has any passthrough devices, a warning window
will pop up to prevent the export operation.

3 2532115 e i AT I e
[File | Edit View Inventory Administration Plug-ins Help

New * Broy b B inventory

| Deploy OVF Template... —

| Bxport > g Export OVF Template...
Report 4 o
Browse VA Marketplace... Export Maps. e Allocation . Performance ' Events. Console. ' Permissions
T S Export System Logs... B IS an (solated computing

b environment, you can use virtual machines as desktop or

Exit workstation environments, as testing environments, or to
W7 EeTY consolidate server applications
(B win7-64x-14
@ win?-64x-15 Virtual machines run on hosts. The same host can run
& win7-64x-16 E many virtual machines
B win7-64x-2
(8 win7-64x-3
& win7-64x-4
& win7-64x-5 Basic Tasks here !
B win?7-64x-6 :
& win7-64x-7 p Power on the virtual machine
51 win7-64x-8
g win?-64x-9 (3 Edit virtual machine settings
B wser08-64x-1 -
B weaiR-Ady-? b2y K »

Recent Tasks Name, Target or Status contains: ~ [ Clear X

Name | Terget | Status | Details | Initisted by | Requested Start Time
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3. Inthe pop up window, input a descriptive name for this template; select a location to save the
template. Select single file (OVA) or folder of files (OVF), and (optionally) add a description for
this template.

&) Export OVF Template| - e=aray

Name: |win7-64¢-16 l

Directory: |C:\User5\enyj.AMD\Docunms\Features\vmwale J

Fomat:  [Single file (OVA) |

Folder of files 'Ov'ii
Description: o
|

| |
| |
| Help [ok | concal |A|J
| /|

4. It will take some time to create the template. Once the template is created, it can used to
deploy guest VMs with the same content and settings as the original VM.
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3.2.2.3 Deploy Guest VM Through Template
1. Right click on the @ ramue o
File | Edit View ory Administration Plug-ins Hel
host name and e > fory b0 mentr
. " Deploy OVF Template... | 5 @ @
navigate to “Deploy . " —
OVF Tem plate...” : i :::v:::l: Marketplace... Getting Starte
B What is a Virtua
A virtual machine
physical compute
s
2. A window will pop (2) Deploy OVF Tempiote || @ e
up. Use the = e e sucecaen,
“Browse” button to
Source

find the template.

3. After clicking on
Next, details of the
template will be
shown :

ONF Template Detals
Name and Location
Dusk Format

Ready to Complete

[Enter a URL to download and instal the OVF padkage from the Intemet, or
spedify a location accessible from your computer, such as a local hard drive, a
network share, or a CDJOVD drive.

OVF Template Details
Verify OVF template detals.

e
OVF Template Details

Name and Location

Product: win7-64x-template
Disk Format
Ready to Complete

Download size: 27.368

Size on disk: 44,3 GB (thin provisioned)
72.0 GB (thick provisioned)

le conse |[oo> | _cwe |
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4. Click on Next and

enter a name for the | Speay a name andlocaton fo the depioyed tenpiate
|
new guest VM :
| Source Nome:
QUE Tempiate Detads Prreas
Name and Location
Disk Format The name can contain up to 80 characters and it must be unique within the inventory foider.

Ready to Complete

5. After clicking on
Next, ensure that
“Thick Provision Lazy

Zeroed” is selected.

ke Avalable space (GB): 115.2
Ready to Complete

& Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
" Thin Provision

o | e
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. s ! ™ - p=npon X
6. After clicking on @ pepioy ove Terpine | eI
Ready to Complete
Next' a summary Are these the options you want to use?
page will show the
SQ;{{ ate Datals When you cick Finish, the deployment task wil be started.
details of the VM to ey ot
Disk Format ovFfile: o
be created : Ready to Complete Download sze: 27368
Size ondisk: 720G8
Nome: kwin?-64x-2
Host/Cluster: udp3348027uds.amd.com
Datastore: datastorel
Disk provisioning: Thick Provision Lazy Zeroed
Network Mapping: WM Network™to "VM Network™
I™ Power on after deployment
Help | <Back I Fiish | Cancel

7. Click on Finish. A status window will show the progress of the deployment. A new VM appears
under the host description.

(%) 172.29.224.65 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

G a
& @

= E 172.29.

224.65

kwin7-64x-2

__Configuration Iss

B oo o

Q Home b g8 Inventory D@ Inventory

udp3348027uds.amd.com VMware ESXi, 5.5.0,

STTGETA Virtual Machines . Resource Allocatio!

B,

Deploying kwin7-64x-2

Deploying disk 1 of 1 from
\ 0 b
sk1.vmdk

3\temp\\

8. It will take some time for vSphere to finish the deployment. Once complete, the VM can be

started. At this point, passthrough devices can be assigned to the device, as required.
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Once the virtual machines are created in the host server, there are two methods for accessing these

VMs :

3.3.1 Horizon View Client Setup

Connect through a Horizon View client on a laptop, desktop or thin client system
- Connect through a zero client

1. On the client system or administrator system, download Horizon View indicated on Table 1.

2. Run this application
and accept the
License Agreement

3. Click on Next and
accept all the default
features selected :

4. Ignore the Default
Server, leave the
Default Horizon
Connection server
empty and click on
Next :

15! VMware Horizon Client Setup = & @
End-User License Agreement =
Please read the following license agreement carefully

VMWARE END USER LICENSE AGREEMENT %

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE
/AGREEMENT SHALL GOVERN YOUR USE OF THE SOFTWARE,
REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING,
OR USING THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL
ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER
LICENSE AGREEMENT ("EULA"). IF YOU DO NOTAGREETO THE .

[¥]1 accept the terms in the License Agreement

pint | [ Back ][ mext | [ cancel |

EJ VMware Horizon Client Setup EE

Custom Setup
Select the way you want features to be installed.

Click the icons in the tree below to change the way features will be installed.

VMware Horizon Client
USB Redirection

This feature requires 44MB on your
hard drive. Ithas 1of 1
subfeatures selected. The
subfeatures require 14MB on your
hard drive.

Location: C:\Program Files (x86)\VMware \VMware Horizon View
Client\

Reset ][ Disk Usage ] [ Back |[ Next ][ Cancel ]
1) VMware Horizon Client Setup ol ® ==
Default Server
Configures the server Horizon Client connects to by default.

Spedify a default server for this Horizon Client. This setting is optional.

Default Horizon Connection Server: ”

Back || MNext | [ cancel

y 4




AMDZ\

MxGPU Setup Guide

Page 56 of 68

Create the desktop shortcut and start menu shortcut. On next page, click on Install to complete

the installation.

Once the installation
completes, launch
Horizon View. The
following window
appears :

Clicking on “Add
Server” will pop up a
window that
prompts for the
connection target :

Type in the IP
address of the guest
VM to connect with.
The IP address of the
guest can be found
at guest VM
summary page in the
vSphere client
application.

Click on the
connection button
after entering the IP
address. A window
will pop up asking for
user name and
password. Enter the
guest VM’s user
name and password,
then click Login
button.

4 YMware Horizon Client (= o

1 | + News Server =-
¥
'|
Add Server
&4 YMware Horizon Client

vmware Horizon

Enter the name of the Connection Server.

@ 172.29.224.65 - vSphere Client

B "

File Edit View Inventory Administration Plug-ins Help
[« =] ‘@ Home b g5 Inventory b [l Inventory
mulp 8|6 GHE= R P

' B [@ 1722922465 kwin7-64x-1
(B [kwin7-64x-1
B kwin7-6ax-2 Getting Started [ETER L. Resource Allocation | Performance | Events | Console | Permissions
General Resources
GuestOS: Microsoft Windows 7 (64bit) Consumed Host CPU 224 MHz
VM Versian: vmx-10 Consumed Host Memory: 4153.00 MB
cPu: APy Active Guest Memory: 327.00 MB
Memary: 4036 M8 Refresh Storage Usage
Memary Overieads Provisioned Storage: 100.13GB
g ware Tools: & Running (Current) Mot-shared Storage: 100.13GB
<. IP Addresses: 172.29.224.115 g al Used Storage: 100.13 GB
Storage - | Drive Type | Capacity |
DN5 Name: kiin7-63-1 @ datastorsl Non-55 2252568 3
State: Powiered On E — i ] v
Host: udp3348027uds.amd.com
Actve Tasks: Network [ Tvee |
JSphere HA Protecton: @ Nja 1 © VMNetwork Standard port group

= Logr SIS

vmware Horizon

Server: [ﬁhﬁa&:ﬁlﬂ.mlﬁ.lm

User name: test

Password:

Domain: TEST-PC 'l

Login ][ Cancel
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10. After logging in, the virtual machine desktop will automatically snap to full screen size of the
connected monitor.

3.3.2 Zero Client Setup

1. Connect monitor,
keyboard, mouse,
network to the zero
client

S S

If this is the first time using this zero client or the zero client has been used within other

network, click on the top-left corner select options-> Configuration. Navigate to Reset tab as the

following — this step is only needed for the first time that a zero client is connected on the test
network.

Reset all configuration and permissions settings stored on the device

Reset Parameters:

3. Click on reset, and click on Yes button. After a few minute, the system will reboot.
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4, After reboot, click on
the top-left corner
select options->
Configuration.

Configure the connection to a peer device

Navigate to Session, Connection Type:  [View Connection Sarver

and select view DNS Name or IP Address:  (172.20,224,115

connection server
from the connection
Type, type in the IP
address of the guest
VM

5. Click on apply, and
close the windows.
The screen will have
a connection window
as:

6. Click on the connect
button a connect
window will show up
as the following

7. Enter the user name and password, then click on login button. The desktop should show up on
the monitor

Note: If the monitor’s resolution is too big (ex. 1920x1080), you might encounter black screen at

this stage. Using a smaller native resolution monitor (ex. 1366x768) will work around the
problem at this step. The larger monitor will be supported once the AMD driver is installed.
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3.4GFX Driver Installation under Guest VM

The sequence described in this section applies to the AMD GFX driver installation in a guest VM.
MxGPU uses SR-I0V to replicate one device into several virtual devices that can then be configured
for pass through. The procedure for installing the driver on a VM using an MxGPU device is the same
procedure as installing the driver on a VM using a regular passthrough device under vDGA. The
following installation sequence is based on the Horizon View Agent 6.1.0 and higher. The steps for
setting up a virtual machine are summarized:

1. Create a guest VM and fresh install guest VM without GPU pass through. Refer to section 0 and
section 3.2.4.1 — reboot the guest VM.

2. From vSphere client and VM console, install VMtools. Refer to section 3.2.4.3 - reboot the guest
VM.

3. From vSphere client and VM console, install unified Horizon View Agent and Horizon View Agent
Direct Connection. Refer to section 3.2.4.4 — shutdown the guest VM.

4. From vSphere client, assign an AMD GPU device to this guest VM. Refer to section 3.2.1 - start
the guest VM.

5. Wait until an IP address appears for the guest VM in Summary tab. Start the Horizon View client
application from client system, configure as “PColP and full screen” and connect to guest VM.
Refer to section 3.3 for details.

6. Loginto the guest VM and obtain driver package. Start installing GFX driver for the pass through
device. After installation completes, a reboot of the VM is required.

7. After reboot and IP
address of the virtual

the resolution similar to the following :

machine appears in (™ « Diply » Screen Resouion ~ 1% | Searh Conirt ane n
the Summary tab,

from client system
(desktop/laptop),

connect to guest VM @

again. Right click on

the desktop, select Oisplay:
screen resolution. Beselotion:
Orientation:
The screen |

resolution window
appears and reports

Multiple displays: | Show desktop only on 2 |

This is currently your main display.

Make text and other it or smaller

What display s

If a window similar to the above appears then the AMD GFX driver is properly installed and the

vSGA desktop is disabled.
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4. Setup MxGPU

The following sections describe the steps necessary to enable MxGPU on the graphics adapter(s) in the
host. Before proceeding, refer to the Appendix to ensure that the host system is enabled for
virtualization and SR-IOV (section 5.1). Once virtualization capabilities are confirmed for the host
system, follow the steps in the next two sections to program the graphics adapter(s) for SR-IOV
functionality and to connect the virtual functions created to available virtual machines.

4.1 Programming SR-I0V Parameters for MxGPU

1. Download and unzip the vib and MxGPU-Setup-Script-Installer.zip from Table 1.
2. Copy script and vib file to the same directory (Example : /vmfs/volumes/datastorel)
3. Using an SSH utility, log into the host and change the attribute of mxgpu-install.sh to be executable

4. Run command: ./mxgpu-install.sh ./<amdgpuv...vib>
e If avibdriver is specified, then that file will be used. If no vib driver is specified then the

script uses the vib in the current (same) directory.
e The script will display all available AMD adapters.

5. Next, the script will show three options : Auto/Hybrid/Manual
1) Auto : automatically creates a single config string for all available GPUs : Easiest
e the script prompts for one input (the number of virtual machines desired) and sets all other

settings accordingly (frame buffer, time slice, etc.)
e these settings are applied to all AMD GPUs available on the bus
e the script installs amdgpuv...vib and prompts for reboot

2) Hybrid : allows each GPU to be configured differently : Medium
e the script prompts for one input (the number of virtual machines desired) and sets all other

settings accordingly (frame buffer, time slice, etc.)
e these settings are applied to the selected AMD GPU; the process repeats for the next GPU
e the script installs amdgpuv...vib and prompts for reboot

3) Manual : configures each GPU one by one prompting for individual settings : Advanced
e the script prompts the user to select one of the GPUs,

¢ the script prompts the user to enter VF number, FB size/VF, time slice
e these settings are applied to the selected AMD GPU; the process repeats for the next GPU
e the script installs amdgpuv...vib and prompts for reboot

For users who want to understand the individual steps required for vib installation and configuration,
section 5.2 provides more advanced steps.
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4.2 VF Pass Through

The steps for physical device
(physical function)
passthrough is detailed in
section 3.2.1. Once the VFs
(virtual functions) are set up,
then passing through theses
VFs follows the same
procedure. To successfully
pass through the VFs, the
physical device CANNOT be
configured as a passthrough
device. If the physical device
is being passed through to
the VM, then the GPUV
driver will not install
properly. If that happens, the
VFs will not be enabled and
no VFs will be shown.

Page 61 of 68

@ Mark devices for passthrough
Mark devices for passthrough:

==

Hide Detals

E--D[ﬁ 0000:00:02.0 | Intel Corporation Haswell-E PCI Express Root Port 2

- |:|lE| 0000:00:02.2 | Intel Corporation Haswell-E PCT Express Root Port 2

=-[JIE 0000:00:03.0 | Intel Corperation Haswell-E PCI Express Root Port 3

a0E

| PLX
08 0 | PLX Tecnnmlogy'

[ 0000:0b:00.0 | AMD Tonga|

| AMD <cla
[ AW ;s> VGA compatible controller
|:|E| 0000:02:09.0 | PLX Technalegy, Inc. <class> PCI bridge
V= 0000:04:00.0 | AMD Tong= |

IJ‘% 0000:0d:02.0 | AMD <class> VGA compatible controller
ll% 0000:0d:02.1 | AMD <class> VGA compatible controller
E-[JI@ 0000:0a:11.0 | PLX Technolagy, Inc. <class> PCI bridge
@ 0000:10:00.0 | AMD Tonga|
IIL% 0000:10:02.0 | AMD <class> VGA compatible controller
I 0000:10:02.1 | AMD <class> VGA compatible controller

= PCT bridge

patlble controller

< | 1 |

Device Details

& This device is passthrough capable but not running in passthrough mode

Device Name Tonga- Vendor Name AMD
ID 0000:0b:00.0 Class ID 300
Device ID 6929 Subdevice ID BOO
Vendor ID 1002 Subvendor ID 1002
Function 0 slot 1]
Bus 1

D]ﬁ 0000:06:00.0 | Broadcom Corporation NetXtreme [1 BCM57840 10 Gigabit
D]ﬂ 0000:06:00.1 | Broadcom Corporation NetXireme [T BCM57840 10 Gigabit

D]ﬁ 0000:07:00.0 | Hewlett-Packard Company Smart HBA H244br [vmhbal]

-

m

Once the VFs are enabled, they will be listed in the available device list for pass through, and the status
of the PF will be changed to unavailable for pass through. No additional operation is needed to move VF

into pass through device list.

Hardware

Health Status A
Processors
Memory

Storage
Metworking
Storage Adapters

Users | Events ' Permissions

DirectPath I/0 Configuration

Each listed device is available for direct access by the virtual machines on this host.
Hide Details

Warning: Configuring host hardware without spedal virtualization features for virtual machine passthrough will make it unavailable for use except via
dedicating it to a single virtual machine. In particular, configuring a device needed for normal host boot or operation can make normal host boot
impossible and may require significant effort to undo. See the online help for more information.

Refresh  Edit...

Metwork Adapters
Advanced Settings

Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profie

Host Cache Configuration

System Resource Reservation

0000:0b:02.0 | AMD <class> VGA compatible controller
0000:0b:02.1 | AMD <class> VGA compatible controller
]L% 0000:0d:02.0 | AMD <class> VGA compatible controlier
]L% 0000:0d:02.1 | AMD <dass> VGA compatible controller
0000:10:02.0 | AMD <class> VGA compatible controller
]L% 0000:10:02.1 | AMD <class> VGA compatible controller

Device Details

l@ This device is running in passthrough mode

Agent VM Settings Device Name <class» VGAcompatible controller Vendor Name AMD

Advanced Settings D 01000:0b:02.0 Class ID 300
Device ID 692F Subdevice ID 0
Vendor ID 1002 Subvendor ID 0
Function 0 Slot 2
Bus i1
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5. Appendix

5.1Host Server Configuration

To enable the MxGPU feature, some basic virtualization capabilities need to be enabled in the SBIOS.
These capabilities may be configured from the SBIOS configuration page during system bootup.
Different system BIOS vendors will expose different capabilities differently. Some may have one control
that enables a number of these capabilities. Some may expose controls for some capabilities while
hardcoding others. The following settings, taken from an American Megatrends system BIOS, provides a
list of the minimal set of capabilities that have to be enabled :

» Server CPU supports MMU

» Server chipset supports AMD IOMMU or Intel VT-d

The option “Intel VT for Directed I/O (VT-d)” should be enabled

Example Path : IntelRCSetup =» 110 Configuration = Intel(R) VT for Directed I/O (VT-d) = Intel VT
for Directed I/0O (VT-d)

> Server (SBIOS) support PCle standard SR-IOV
The option “SR-I0V Support” should be enabled.
Example Path : Advanced = PCI Subsystem Settings = SR-IOV Support

> Server (SBIOS) support ARI (Alternative Routing ID)

The option “ARI Forwarding” should be enabled.

Example Path : Advanced = PCl Subsystem Settings = PCl Express GEN 2 Settings = AR
Forwarding

> Server (SBIOS and chipset (root port/bridge)) supports address space between 32bit and 40bit
If there is an “Above 4G Decoding” enable it.

Example Path : Advanced = PCl Subsystem Settings = Above 4G Decoding

» Server (Chipset (root port / bridge)) supports more than 4G address space

There may be an option “MMIO High Size” for this function (default may be 256G).
Example Path : IntelRCSetup = Common RefCode Configuration = MMIO High Size

Examples on the next page demonstrate implementations from other system BIOS vendors.
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The following example shows
how to enable SR-IOV on a
Dell R730 platform.

On some platforms, the
SBIOS configuration page
provides more options to
control the virtualization
behavior. One of these
options is the ARI
(alternative reroute
interface) as shown below.

SRISY Contr
= ol <Enab led>

In addition, some platforms
also provide controls to
enable/disable SVM and/or
IOMMU capability. These
options must be enabled on
the platform.
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5.2Manual Installation for GPUV Driver for VMware ESXi

*note that the GPUV driver refers to the vib driver.

5.2.1 Upload GPUV Driver

1.

Download the GPUV driver to the administrator system from Table 1.

2. Start SSH Secure File Transfer utility and connect to the host server.

1 1722922465 - 172.29.224 .65 ky - S5H Secure File Transfer W— (2| @
3. Onthe left (the - -
Fle Edt View Operstion Window Help
administrator FIE B PR E R EIE BB Olew
. &1 Quick Connect (] Profiies
SYSte m ), n aVIgate to ) @ | gf X | [Features\vmware\gpuv\Bnar\amdapuv\ = | Add | Gy | &} @ | g [ /vrrfs/volumes/datastore1 =] | Add
H Local Name & Size | Type Remote Name & Size | Type Modified Atk
t h e d I recto ry W h e re | amdgpuv_debug 512,772 File kb-win]-64x-1 Folder 13/03/2013 04:41:2...  drwx
. . | amdgpuv-0.91-10EM.550.0.0.1331820 x86_64 .vib 74,032 VIBFile vb-win-64x-2 Folder 13/03/2013 06:10:4...  drwx
| amdgpuv-0.91-10EM 5500013182086 64-1vib 138 VEFile { en_windows 7_ultimate ... 3320903,.. Unhandl. 1203/201311442.. -
t h e G P U V d rlve r IS | amdgpuv-0.91-10EM.550.0.0.1331820 x86_64-2.vib 70,860 VIB File
. | amdgpuv-0.91-10EM.550.0.0.1331820 x86_64-3.vib 73,510 VIBFile (]
SaVed,' on the rlght | amdgpuv-0.91-10EM.550.0.0.1331820.486_64-4 vib 75,782 VB File
| amdgpuv-0.91-10EM.550.0.0.1331820 x86_64-5.vib 68,208 VIB File ||
| amdgpuv-0.91-10EM.550.0.0.1331820 X554 A 4,030 VIB File
(the host system), N open cono [ rie
. | load_smdgpuv 180 File
nav|gate to ) poi b Unio=d |y I
| uninstall_vib % Delete 300 File
/vmfs/volumes/data e e 2 |
Properties i
storel f
« m v e i A
Transfer| Queue|
| Source File Source Directory Destination Directory Size | Status Speed Time
Upload files from lacal computer to remote host _ SSH2 - EHES'_(bt_' hmac-shal - non 3 items (3320.3 MB) ﬁ

/vmfs/volumes/datastorel.

5.2.2 Install GPUV Driver

1. InvSphere client, place system into maintenance mode

Right click on the GPUV driver file and select “Upload” to upload it to

() 172.29.227.195 - vSphere Client [

File Edit View Inventory Administration Plug-ins Help

g B £y Home I g Inventory b [l Inventory
&

a &

[0 [172.29.227

New Virtual Machine... Ctrl+N

MNew Resource Pool... Ctrl+0

Enter Maintenance Mode

Rescan for Datastores...
Add Permission... Ctrl+P

Shut Down
Reboot

P&

Report Summary...
Report Performance..,

Open in New Window... Ctrl+Al+N
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2. Start SSH Secure Shell client, connect to host, run the following command:
esxcli software vib install --no-sig-check -v /vmfs/volumes/datastorel/amdgpuv-<version>.vib
***note : the vib name is used as an example.
You should see (&) 1722022465 17229 224 65 kv - S5H Secure Shell [E=REES)
something this : Ele Edt View Wndow Hep

HESQ I8 20 M 88 % &N

51 Quick Connect (] Profies

[rootBudp3348027uds: ~] o

[rootludp3348027uds: ~]

[rootBudp334802Tuds: ~]

[rootBudp3d4E02Tuds: ~] '

[rootBudp334802Tuds: ~]

[rootBudp334202Tuds:~] l

[rootfudp334802Tuds:~]

[rootBudp3348027uds: ~]
[rootBudp3348027uds: ~]
[rootludp3348027uds: ~]
[rootBudp334802Tuds: ~]
[rootBudp3d4E02Tuds: ~]
[rootBudp334802Tuds: ~]
[rootfudp334802Tuda: ~]
M| [root@udp334802Tuds:~]
[root@udp334802Tuda:~] esxcli software vib install --no-sig-check -v /vmfs/volu
mes/datastorel/amdgpuv-0.91-10EM.550.0.0.1331820.x86_64-CL1116000.vib
Installation Result
Message: Host is not changed.
Reboot Required: false
VIBs Inatalled:
VIBs Removed:
VIBs Skipped: RMD bootbank amdgpuv_0.91-10EM.550.0.0.1331820 4
[rootBudp334802Tads:~1 [ e

m

Connected to 172.29.224 65 55H2 - 3des-che - hmac-shal - non | 80x24 ﬁ

3. Inthe vSphere client, exit maintenance mode

4. In SSH Secure Shell client window, run the following command :

esxcli system module set -m amdgpuv -e true

This command makes the 172.20.224.65 - 172_29_224_65_kv - SSH Secure Shell [E=REER )
amdgpuv driver load on ESXi Ele Edit View Window kel
boot up. B ek el # S % SN
F1 Quick Connect (] Profiles
[rootfudp3348027uds:~] .
[root@udp3348027uds:~]
[root@udp3348027uds: ~] esxcli software vib install --no-sig-check -v /vmfs/volu

l mes/datastorel/amdgpuv-0.91-10EM.550.0.0.1331820.x86_64-CL1116000.vib
Installation Result

Message: Host is not changed.

Reboot Required: false

WVIBa Installed:

WVIBs Removed:

WVIBs Skipped: AMD bootbank_amdgpuv_0.91-10EM.550.0.0.1331820
[root@udp3348027uds:~] esxcli system module set -m amdgpuv -e true
[rootBudp3348027uda:~] [

4 [Lm

Connected to 172.29.224.65 55HZ - 3des-cbc - hmac-shal - non | 80x12 A

5. InvSphere client, reboot the server.
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5.2.3 Configure GPUV Driver

1. Find out the BDF (bus number, device number, and function number) of the SR-IOV adapter. In
SSH Secure Shell client , type in command :

lspci
You should see something @Wwwkkﬁl
like in the picture. The BDF CIET R LW

&1 Quick Connect (1 Profies

for this adapter is 05.00.0 in o E

0000:00:16.1 Communication controller: Intel Corporation Wellsburg MEI Controll
T #2

th IS example- 0000:00:1a.0 Serial bus controller: Intel Corperation Wellsburg USB Enhanced Hos
© Controller 42
0000:00:1¢.0 Bridge: Intel Corporation Wellsburg PCT Espress Root Port #1 [ECIe
RP[0000:00:1c.07]
0000:00:1c.7 Bridge: Intel Corporation Wellsburg BCT Express Root Fort $8 [ECIe
RE[0000:00:1c.7]]
0000:00:1d.0 Serial bus controller: Intel Corperation Wellsburg USB Enhanced Hos
© Controller #1

0 Bridge: Intel Corporation Wellsburg LEC Controller

2 Mass storage controller: Intel Corporation Wellsburg BAID Controll

I

5503:01208..0 Newwork controtier: Ssoascm Corporavion nowa20 siganic I
Ethernet [vmnicO]

0000:01:00.1 Network controller: Broadcom Corporation BOM5720 Gigabit

Ethernet [vmnicl]

0000:02:00.0 Network contzeller: Broadeom Corperaticn BQM5720 Gigabit

Ethernet [vmnic2]

0000:02:00.1 Network controller: Broadcom Corperation BCMS720 Gigabit

Etic.
M000:05:00.0 Display controller: AMD Tonga W7100 [¥Wgfx0]
Bl0000:05:00.1 Multimedia controller: AMD

Connected to 172.29.227.195 5SH2 - 3des-che - hmac-shal - non [111x24 F] NUM

2. In SSH Secure Shell client window run the following command to specify the setting for SR-IOV
adapter:

esxcfg-module -s ‘‘adapterl conf=<bus>,<dev>,<func>,<num>,<fb>,<intv>’’ amdgpuv

172.20.224.65 - 172_29 224 65_kv - 55H Secure Shell =ARER X

File Edit View Window Help
EH & z =)
F1 Quick Connect (] Profiles

R L

[rootfudp334802Tuds:~]
[rootfudp334802T7uds:~]
[rootfiudp3348027uds:~]
[rootfudp334802Tuds:~]
[rootfudp334802Tuds:~]
[rootfudp334802Tuds:~]
[rootfudp334802T7uds:~]
[rootfiudp3348027uds:~]
[rootfudp3d4E02Tuds:~]
[rootfudp334802Tuds:~]

[rootfudp334802Tuds:~] esxcfg-module -3 "adapterl conf=01,00,0,15,512,7000" amdgpuv “
[rootfudp3348027uds:~]

m

Connected to 172.29.224 .65 55HZ - 3des-cbc - hmac-shal - non | §7x2 A MNUN
E‘———

The configuration is done through esxcfg-module command in the format of parameter as [bus, dev,
func, num, fb, intv] to quickly set all VFs on one GPU to the same FB size and time slice.

e bus —the bus number: in decimal value

e dev —the device number: in decimal value

e func - the function number

e num —the number of enabled VFs

o fb—the size of framebuffer for each VF

e intv—the interval of VF switching.

For example,
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e command: esxcfg-module -s "adapterl_conf=1,0,0,15,512,7000" amdgpuv

Enables 15 virtual functions, each VF with 512M FB, and 7 millisecond time slice for
switch for the adapter located @ 1.00.0

e command: esxcfg-module -s "adapter1_conf=5,0,0,8,256,7000
adapter2 _conf=7,0,0,10,256,10000" amdgpuv
Enable 8 VF, each VF has 256M FB and 7 millisecond time slice for adapter located @
05:00.0
Enable 10 VF, each VF has 256M FB and 10 millisecond time slice for adapter located @
07:00.0

e command: esxcfg-module -s "adapter1_conf=14,0,0,6,1024,7000
adapter2 _conf=130,0,0,4,1920,7000" amdgpuv
Enable 6 VF, each VF has 1024M FB and 7 millisecond time slice for adapter located @
OE:00.0
Enable 4 VF, each VF has 1920M FB and 7 millisecond time slice for adapter located @
82:00.0

Note:

1) Every time the command is executed, the previous configuration is overwritten. If the user
wants to configure a newly added GPU, he needs to apply the previous parameter
appending with new parameter in one command, otherwise the previous configuration for
the existing GPU is lost.

2) If you use Ispci to find out the BDF of the GPU location, the value is in hex value instead of
decimal value. In the last example, the first adapter is located at bus 14, but the Ispci will
show as OE:00.0; the second adapter is located at bus 130, the Ispci will show as 82:00.0.

3. Inorder to let the new configuration take effect, a server reboot is needed - in vSphere client,
reboot the server.

5.2.4 Un-Install GPUV Driver
1. Unload the GPUV driver by typing in command in SSH Secure Shell client :

vmkload mod -u amdgpuv
2. InvSphere Client, set system to maintenance mode

3. In SSH Secure Shell client type in command :

esxcli software vib remove -n amdgpuv

67




AMDZ\

MxGPU Setup Guide

PwnNPE

Start SSH Secure File
Transfer utility,
connect to host
server. On the right
(the host system),
navigate to
/vmfs/volumes/data
storel, select the
amdgpuv driver,
right click, select
“Delete”.

In vSphere client, reboot the server.

5.2.5 Update GPUV Driver

Follow the sequence in section 5.2.4 to remove the old driver.

Page 68 of 68

(7] 172.29.224.65 - 172_28 224 65 kv - SSH Secure File Transfer = | 5 )
Fie Edt View Operaton Window Help
= FBR2E HH% L TE LA
£ Quick Connect (3 Profiles
| | g X |[Featuresivmware\gpuviBinary\amdapuvy ~| | Add | Gy | & | g X |[/vmfspvoumes/datastoret || add
Local Name ‘ size | Type Remote Name ‘ Sze | Type Hodified
|| amdgpuy_debug 512,772 File Kb-win7-64x-1 Folder 13/03/2013 01
_| amdgpuv-0.91-10EM.550.0.0.1331820.486 64 vib 74032 VIBFile V6-win 6442 Folder 13/03/2013 04
|| amdgpuy-0.91-10EM.550.0.0.1331820.,86_64-Lvib 71398 VIBFile [ orm dgpuv-0.91-10EM.550.0.0 e ot *B/03/2013 04
|| amdgpuv-0.81-10EM.550 0.0.1331820.486_64-2.vib 70,860 VIB File | en_windows_7_ultimate_with,  OPEN Ctr0 b3 2013 17
| amdgpuy-0.91-10EM.550.0.0.1331820.66_64-3.vib 73510 VIBFile 1 Downlosd
_| amdgpuv-0.91-10EM.550.0.0.1331820.486_64-4.vib 75782 VIBFile - §
|| amdgpuv-0.91-10EM.550.0.0.1331820.86_64-5.vib 68,208 VIBFile & Download Dialog... kD
|| amdgpuv-0.91-10EM.5500.0.1331820.486_64-CL1116000.... 74030 VIBFile B3 Copy ctrve
_install_vio 501 File
| ppm— 15 fie gy 0glece |
%] pei 906,550 IDS File Rename F2
| uninstall_vib 300 File -
| unload_amdgpuv 34 File BropeIicy

Follow the sequence in section 5.2.1 to download the new driver

Follow the sequence in section 5.2.2 to install the new driver
Follow the sequence in section 0 to configure the new driver.

68




